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Abstract— The most significant part of face recognition is the
input representation. This refers to the transformation of the
intensity map to a form of input representation that allows
easy and effective extraction of highly discriminative features.
The next stage is classification. Although this is an important
stage, the popular techniques and their strengths are fairly
similar to each other. As such, the choice of classification
algorithm does not affect the recognition accuracy as much as
input representation. Input representation is the major factor
that differentiate face recognition algorithms. It can be
approached in 2 manners: a geometrical approach that uses
spatial configuration of the facial feature, and a more pictorial
approach that uses image-based representation. In this paper
a set of different face recognition algorithms are reviewed,
and the best practices in this domain are studied and verified.
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I. INTRODUCTION

For face recognition, there are numerous geographical
approaches: seminal work in [1]. These are feature-based
systems that start by searching for facial features, such as
the corners of eyes, corners of mouth, sides of nose,
nostrils, and contour along the chin, etc. Feature location
algorithms usually based on a heuristic procedure that rely
on edges, horizontal and vertical projections of gradient
and grey levels, and deformable templates.

The geometry details of a facial feature are captured by
feature vectors that include details such as distant, angle,
curvature, etc. The implementation method mentioned
above uses a feature vector with dimension ranging from
10 to 50. Craw and Cameron’s system [2]. uses a feature
vector that represents feature geometry by displacement
vectors from an “average” arrangement of features. This
effectively measures how the particular training face differs
from the norm. Once faces are represented in the feature
vector, the classification or similarity measurement is
usually performed by computing the Euclidean distance or
a weighted norm, where dimensions are usually weighted
by some measure of variance.

To identify an unknown test face, geometry-based
recognizers choose the model closest to the input image in
feature space. This approach to face recognition has been
limited to frontal views, as the geometrical measurements
used in the feature vector changes according to face
rotations out of the image plane (x-y plane).The second
major type of input representation is the graphical or
pictorial approach. This represents faces by filtered images

of model faces. In template-based systems, which is the
simplest pictorial representation, the faces are represented
either by an intensity map of the entire face, or by part-
images/sub-images of salient facial feature such as eyes,
nose, and mouth. The input to template-based system is
usually but not necessarily face images. Some systems use
gradient magnitude or gradient vector to take advantage of
the better immunity to lighting conditions.

Given a test face, this is then compared to all model
templates. The typical way to measure image distant is
correlation. In[3] uses normalised correlation on grey level
templates. This system motivated the famous template
based approach in[4]. that uses normalised correlation on
gradient magnitude. In fact, this system has gone so far that
Gilbert and Yang [5]. implemented this system in a
custom-built VLSl chip to perform real-time face
recognition. In[5] uses a hierarchical coarse-to-fine
structure to represent and match templates. In[6] uses a
template that take advantage of x and y components of the
gradient.The next section describes these techniques in
details.

Il. LITERATURE REVIEW

Principal component analysis (PCA) is used for both
recognition and face reconstruction. PCA can be described
as an optimised pictorial approach. The dimension size of
the image space is reduced to form the face space.
Dimension reduction is very significant as only a small
percentage of the original number of dimensions is used for
classification. The original dimensionality is equal to the
number of pixel of the face image. In the face space, the
dimension is reduced to the number of eigenfaces [7]. The
eigenspace is the face representation framework. To apply
PCA, it is assumed that the set of all face images is a linear
subspace of all grey level images. The eigenfaces are the
basis that span the face space. The eigenfaces are found by
applying principal components to a series of faces. In the
face space, faces are represented by coefficients that mark
the projection onto the corresponding basis.

in[8] were the first ones to apply principal component
analysis to face recognition. In[9] first preprocess the face
image using Fourier transform magnitudes to remove the
affect of translation. In[10] applied PCA to shape-free
faces, i.e. faces where the salient features have been moved
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to a standardised position. In[11] used PCA on template of
major facial features, achieving result comparable to that of
correlation but at a fraction of the computational cost.
In[12] applied PCA to a series of problems, including
recognition of frontal views in a large database of over
3000 subjects, recognition under varying rotation out of the
image plane, and detection of facial features using eigen-
templates. In[13] have demonstrated that faces can be
accurately  reconstructed from their face space
representation.In  addition to PCA, other analysis
techniques have been applied to face images to generate a
new and more compact representation when compared to
the original image space. In[14] represented a face by using
autocorrelation on the original grey level images. 25
autocorrelation kernels of up to 2nd order are used, and the
subsequent 25-D representation is passed through a
traditional Linear Discriminant Analysis classifier. In [15]
have applied Singular Value Decomposition (SVD) to the
face image where the rows and columns of the image are
actually interpreted as a matrix. Cheng et al. used SVD to
define a basis set of images for each person, which is
similar to face space of that of the PCA. The only
difference is that each person’s image has its own face
space. Hong creates a low dimensional coding for faces by
running the singular values from SVD through linear
discriminant analysis.

In [16] have used vector quantization to represent faces
after the faces are broken down to their important facial
features. The face is represented by a combination of
indices of best-matching templates from a codebook. The
number one issue is how to choose the codebook of feature
templates, In[17] have used “isodensity maps” to represent
faces. The original grey level histogram of the face is
divided up into eight buckets, defining grey level
thresholds for isodensity contours in the image. Faces are
represented by a set of binary isodensity lines, and face
matching is performed using correlation on these binary
images.

Connectionist approach to face recognition also use
pictorial representations for faces [18]. Since the networks
used in connectionist approaches consist only of classifiers,
these approaches are similar to the ones described above. In
multiplayer networks where simple summating nodes are
used, inputs such as grey level images are applied at input
layer. The output layer is usually arranged as one node per
object and its activity determines the object reported by the
network.

The input to the network is a set of training faces. They are
fed into the network to train the network using a learning
procedure that adjusts the network parameters, usually
known as weight. Among connectionist approaches to face
recognition, the two most important issues are input
representation at the input layer and the overall network
architecture. As previously mentioned, the input
representations are pixel-based, with [19] using the original
grey level images. [20] used directional edge maps, [21]
used a threshold binary image, and [22] used Gaussian
units applied to the grey level image. A variety of network
architectures have been used. A plain multiplayer network
trained by back propagation is the most common approach,
and was used in [21] and [22]. A rather similar technique,
[23] used a radial basis function network with gradient
decent. [24] used a recurrent auto-associative memory. It
recalls the closest pattern to the applied unit currently in
memory. A multiplayer cresceptron is used by [25]. This is
a derivative of Fukushima’sNeocognition. The network by
[26] works on binarized images, using a network
architecture of the sum of set of 4-tuple AND functions.

Hybrid representation methods combine both geometrical
and pictorial approaches. In[27] explored a 5D feature
vector that stores distances and intensities. This vector is
used as a “first cut” filter on the face database. A least
squares fit of eye template is used as the final match. In
another hybrid approach, In[27] represented faces as elastic
graphs of local textural features. This technique is also used
by [28]. The graphs’ edges capture the feature geometry,
which stores information such as distance between two
incident features. To represent pictorial information, the
graph vertices stores the result of Gabor filters applied to
the image at feature locations. The recognition process
begins by deforming the input face graph to match model
graphs. Then by combining measures of the geometrical
deformation and the similarity of the Gabor filter
responses, a match confidence is calculated. Although this
technique is commonly known as elastic graph matching or
in neural net terms as a dynamic link architecture, its
mechanism is effectively representing and matching
flexible templates.

The meaning of invariance to distortion refers to the ability
of the face recognition algorithm to tolerate distortion such
as changes in pose, lighting condition, expression etc.
Distortion refers to the content of difference between the
training face and the test face. Most systems described in
the previous section provide some degree of flexibility by
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using representations or performing an explicit geometrical
normalisation step.

An invariant representation is one that remains constant
even if the input has changed in certain respects. A band-
pass filter or low-pass filter is able to offer a limited degree
of immunity to lighting condition. For example, a
Laplacian band pass filter removes low frequency
component. This assumes that the image content due to
lighting condition such as shadows cast on a face is mainly
comprised of low frequency information. As such, higher
frequency texture information is preserved. This is true to a
certain extent. However, low frequency components
contain much of the information that is not due to the
lighting condition, especially the face’s original content. In
other words, the majority of the information content
comprises low frequency components.

For translation invariance, some approaches transform the
intensity map of face image to frequency domain. Working
in the frequency domain, the position of the face will not
alter the frequency pattern. A Fourier transform is most
widely used for this. However, such transformation does
not provide invariance to scale and in-image place rotation.
IN[29] described a mechanism that is able to tolerate
distortion due to a 4 degree of freedom: translation (move
along x-axis + y-axis = 2 freedom), scaling and rotation
(within the image plane). The first step is to apply Fourier
transform to provide translation invariance. Next, the
Cartesian image representation is transformed into a
complex logarithmic map. This is a new representation
where scale and in-image plane rotation become
translational parameters in the new space. Applying the
Fourier transform again would automatically add
invariance to in-image plane rotation and scaling. The
problem of out of image plane rotation (rotate about x-axis
+ y-axis = 2 degree of freedom) is commonly known as the
pose problem. So far, nobody has discovered an input
representation that is invariant to the pose problem. That is
to say there is no input representation that will remain
unchanged when the pose problem exists.

If the system is able to determine two points on the face
where it knows the standard position and standard distant
between them, then the face can be normalised for
translation, scale and in-image plane rotation. In
geometrical approach, distances in the feature vector are
normalised for scale by dividing it by a given distance such
as the interocular distance or the length of the nose. In
template-based system, faces are often geometrically

normalised by rotating and scaling the input image to place
the eyes at fixed locations. Out-of-image plane rotation
could not be treated by this technique, which is necessary if
the system was to handle general pose. Most systems are
able to tolerate 4-degree of freedom out of the 6.

By treating the process to allow invariance to the problems
mentioned previously as a pre-processing stage, most face
recognition systems’ core recognition and matching
algorithm accept a 2D image as input. As such one could
consider most face recognition systems as 2D systems.
There have been a few systems that tried to obtain
invariance to out-of-image plane rotation. These systems
use the technique of storing multiple training views of
different poses. In[30] used four slight rotated training
faces (up, down, left, right) in addition to the frontal view.
In[31] used a database of 5800 faces to construct a Linear
Discriminant Analysis classifier. His database consists of
116 subjects with 50 faces per subject. The image source is
from a video tape session where each change between each
snapshot produces slight pose difference. In[32] used an
elastic graph matching technique to match the frontal view
to the test face subjected to out of image plane rotation, and
to test faces with facial expressions different to that of the
training face. All of the techniques and methods described
up to this point offer some degree of invariance to pose,
lighting condition and facial expression. However, the
strength of invariance differs. This thesis presents a new
face recognition that offers strong invariance to lighting
condition and facial expression.

Although a face recognition algorithm can be very
mathematical in nature, the experiment to test its accuracy
and robustness is highly empirical, being based on
statistical information. As with any experiment that relies
on statistical results, the sample size is very important.
Sample size refers to the number of training and test faces,
both in terms of the number of subjects and the number of
views per subject. The difference between the test face set
and the training face set is very important as well. The
system is considered weak if it performs well only when
the test face closely resembles the training face. In other
words, the magnitudes of the distorting parameters are
minimal. The result then becomes meaningless if the face
recognition system is intended only for low level of
distortion. The key ability of a robust system is its ability to
generalize from a set of training examples.The building of
a face recognition system, assuming that the algorithm has
been chosen, begins by collecting face images. The set of
face images collected is divided into training faces and test
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faces. The training faces are processed and transformed
into the system’s representation format, which is usually a
geometry feature vector or a set of templates. For neural
network approach, this set of face images is used to train
the network.After processing the training faces, recognition
begins by feeding the system with a series of test faces.
There are two levels of testing, depending on whether the
system performs a rejection test on a labelled test face or
not.

I1l. CONCLUSION AND FUTURE SCOPE

The system reviewedin this research achieved 100%
recognition rate using a database with 42 subjects. Using
108 faces from outside the database, the resulting false
access rate is 0%. Template-based system achieved 100%
recognition rate on frontal view of 47 subjects. Other
systems used a database of 50 subjects and reached 96%
recognition rate. Eigenface system produced a result of
96% being correctly classified using a database of 16
subjects under varying lighting conditions. Some works
produced 100% recognition rate using database of 11
subjects. Moreover, others achieved 95% recognition rate
with their system using over 3,000 people from the FERET
database, produced by the US Army Research Lab, which
is by far the largest research-oriented face database ever
produced. Otsu and Sato plotted the recognition rate versus
false access rate. Their system showed that to achieve
recognition rate well over 90%, the false access rate hiked
to an unacceptable level. However, the validity to compare
the results quoted so far is questionable. This is simply
because none of them share the same database, and none
used a sufficiently large database for concrete statistical
conclusion. The FERET database contains more than 7,500
faces from over 3,000 subjects. The database is constructed
to mimic real-world application as close as possible.
Different view of the same subject is taken at different
time, up to weeks apart.
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